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Virial Black Hole Mass

rBLR

FHWM
, FWZI

MBH =
fr(δv)2

G

geometry
dynamics

MBH : if δv = FWHM, isotropy :

√
3

2
FWHM → f = 0.75

 Keplerian velocity field: the BLR dynamics dominated by 
the gravity of a central  mass;  v ∝ r-1/2



NGC 4388: nearby AGN
Expected BLR angular size:

1/40 of 0”.018, the pixel size of the WFPC

The broad line emitting 
region not resolved...



The emission lines

Photoionization by 
FUV continuum

Telfer et al. 2002

Line luminosity proportional 
to continuum luminosity; 

Lines respond to continuum luminosity change
B. Peterson & the International AGN Watch

Shuder 1981

HI ionizing 
continuum



Test of virial relationship

Peterson et al. 2004

Peterson & Wandel Best consistence with virial for rms and 



Peak or (centroid) of the cross-correlation function between line and continuum 

Emitting region distance rBLR  

from central continuum source

rBLR = c 

from H 
monitoring is 
available for 

~50 low-z 
AGN as of 
Dec. 2010 
(Kaspi et al., Bentz. et al. 2009)

CCF(τ) =

�
L(t)C(t− τ)dt



rBLR  indirect (“secondary”) determination from H

rBLR  correlates with La

a ~ 0.5 - 0.7, with a ≈ 0.52 now favored

(all determinations data from 
Bentz. et al. 2009; cf.

Kaspi et al., 2000,2005)



Continuum luminosity is affecting
the response time

Netzer & Marziani 2010



Effect of 
radiation  
pressure 
on f
on a system 
of clouds

Netzer & Marziani 2010

MBH = f r (δv)2 G−1



MBH vs. bulge  stellar velocity dispersion

Woo et al. 2010; cf Gültekin et al. 2009;
Onken et al. 2004; Ferrarere & Merritt 2000; also Graham et al. 2011

Geometry 
factor f
obtained scaling 
the MBH to 
agree 
with the 
dynamical 
masses

Results have 
varied widely:

f(FWHM)≈2
Woo et al. 2010



“Gaussianity line”

spikier;
Pop.A=NLSy1-like

flatter,
Pop. B

f is most likely dependent on profile shape

Collin et al. 2006



Blueshifted component: strong in 
Ly, CIV1549, HeII1640

“Broad Component”: strong in all 
Low ionization lines: FeII, 

AlIII1860, MgII2800, H

“Very Broad Component”: strong 
in Ly, CIV1549, Balmer lines of 

Population B sources only; 
absent in FeII 

Marziani et al. 2010



Blueshifted 
component:

large 
Ly/H 

H detected only in 
median spectra or in 

extreme objects

U =
number density of ionizing photons

electron density

Very different 
from the other 
components for 

which 
Ly/H  5  10
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A microlensing study of the Einstein cross 
(QSO 2237+0305):   CIV results

A&A 528, A100 (2011)

Fig. 5. Time dependence of the magnitude difference between images A
& D, ∆mAD, as measured in the blue wing (BE; blue diamond), line core
(CE; green square) and red wing (RE; red hexagons) of the C  (top)
and C ] (bottom) emission lines. The shaded area indicates the range of
∆mAD estimated from the macro-model and from MIR measurements.

micro-magnification maps for images A & D. To create these
patterns, the code follows a large number of light-rays (of the
order of 1010), from the observer to the source plane, through a
field of randomly distributed stars. The surface density of stars
and the shear γ at the location of the lensed images are those
provided by a macro model of the system. Instead of the sur-
face density, we used the dimensionless quantity κ (the con-
vergence), defined as the ratio between the surface density and
the critical density. We use (κ, γ)A = (0.394, 0.395) and (κ,
γ)D = (0.635, 0.623) (Kochanek 2004). Due to the location of
the lensed images behind the bulge of the lens, we assume that
100% of the matter is in the form of compact objects. This as-
sumption is motivated by the results of Kochanek (2004), who
demonstrate that the most likely κsmooth = 0 in QSO 2237+0305.
The mass function of microlenses has little effect on the simula-
tions (Wambsganss 1992; Lewis & Irwin 1995, 1996; Congdon
et al. 2007), so we assume identical masses in the simulations.
The mass of the microlenses sets the Einstein radius rE. For
QSO 2237+0305, the Einstein radius projects onto the source
plane as

rE =

√
4GM

c2

DosDls

Dol
= 9.84 × 1016

√
M

0.3 M"
cm, (3)

where the D are angular diameter distances, and the indices o,
l, s refer to observer, lens and source, and M is the mass of mi-

crolenses. We create magnification patterns with sidelength of
100 rE and pixel sizes of 0.01 rE. Tracks drawn in such a pattern
would provide simulated microlensing lightcurves for one pixel-
size source. To simulate lightcurves for other source sizes, we
convolve the magnification pattern (after conversion on a linear
flux scale) by the intensity profile of the source. As shown by
Mortonson et al. (2005), the exact shape of the source intensity
profile has little influence on the lightcurve. It instead depends
on the characteristic size of the source. For simplicity, we as-
sume a Gaussian profile. A uniform-disc profile is also tested
for comparison. We construct magnification maps for 60 dif-
ferent source sizes having characteristic scales (FWHM for the
Gaussian and radius for the disc profile) in the range 2–1400 pix-
els (0.02 rE – 14 rE).

4.2. Comparison with the data

The patterns created in Sect. 4.1 are used to extract simulated
microlensing lightcurves to be compared to the data. Two data
sets are used, the OGLE data of QSO 2237+0305 (Udalski
et al. 2006), which provide well-sampled V-band lightcurves of
the continuum variations and our spectrophotometric lightcurves
presented in Sect. 2. To study the microlensing signal, we have to
get rid of intrinsic variations. This is done by calculating the dif-
ference lightcurves between images A & D. Similarly, the sim-
ulated microlensing signal is obtained by taking the differences
between the simulated tracks for images A & D. The parameters
that characterise a simulated microlensing track are the starting
coordinates in the magnification patterns (x0,A, x0,D), the track
position angle (θA, θD), and the track length. Because the ex-
tracted track is compared to a lightcurve obtained over a given
time range, the track length corresponds to the transverse veloc-
ity of the source expressed in rE per Julian day. As in Paper II, we
assume that the velocity is the same for the trajectories in A &
D and the track orientation θA = θD. To account for the roughly
orthogonal shears in A & D (Witt & Mao 1994), we rotate the
magnification map of D by 90◦ prior to the track extraction. The
difference of the magnitude between track A and track D should,
on average, be equal to the one of the macro-model. Like other
authors, we account for the uncertainty on the amount of differ-
ential extinction between A & D and on the macro-model flux ra-
tio by allowing for a magnitude offset m0 between the simulated
lightcurves extracted for A and D. The other parameters char-
acterising the lightcurves are the convergence and shear (κ, γ)
fixed in Sect. 4.1. Physical quantities (source size and velocity)
are proportional to the mass of microlenses as M1/2.

To build a representative ensemble of lightcurves that is com-
patible with the data, we followed a four-step strategy similar
to the one described in Paper II, in Anguita et al. (2008) and
in Kochanek (2004): 1) we pick a set of starting values for the
parameters defining the tracks in A & D and vary them to min-
imise the χ2 between the simulated lightcurve and the OGLE
lightcurve; 2) we repeat step 1 to get a representative ensemble
of 10000 tracks and good coverage of the parameter space; 3)
each track estimated in step 2 is computed for other source sizes,
and the agreement with the BLR lightcurve is quantified using
a χ2-type merit function; 4) the χ2 estimated in steps (2) and
(3) are summed up and used to calculate a likelihood distribu-
tion for any track parameter. A summary of the technical details
regarding microlensing simulations is given in Appendix B. An
example of a good simulated lightcurve fitting the data is shown
in Fig. 8. In the next subsection, we explain how we derive prob-
ability distributions for the quantities of interest.
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Fig. 3. Macro-micro decomposition (MmD) of the C  (left) and C ]+Si ] (right) emission lines obtained from the spectra of images A & D at
4 different epochs. In each panel, the black solid line shows the fraction of the spectrum FMµ affected by microlensing and the red solid line shows
the emission FM which is too large to be microlensed. For comparison, we also display the observed spectrum of image D with a dotted blue line
and the power-law continuum used to calculate µ(λ, t) with a dashed blue line.

Fig. 4. Macro-micro decomposition (MmD) technique applied to the C  (black) and C ] (red) emission lines observed on 2006-10-13. Left:
fraction of the flux FM non affected by microlensing, Centre: fraction of the line FMµ affected by microlensing, Right: full emission line profile.
The intensity of C ] are multiplied by 2.2 to ease visual comparison between C  and C ] profiles. The vertical dashed line indicates the velocity
zeropoint corresponding to the systemic redshift.

is (are) UV emission from the host galaxy, Balmer continuum
emission, and scattered continuum light. Although this feature
peaks at about 2200 Å in the quasar rest frame, it is unlikely to
be caused by differential extinction in the quasar host galaxy be-
cause the light-rays separation between A & D in the host is too
small (Falco et al. 1999).

4. Microlensing simulations

In order to derive the size of the regions emitting the car-
bon lines, we must compare the observed microlensing signal
with simulated microlensing lightcurves generated for different

source sizes. The strategy we adopt is similar to the one ex-
plained in Paper II. Instead of searching for the best simu-
lated lightcurve reproducing the data, we follow a Bayesian
scheme for which a probability is associated to each simulated
lightcurve. A probability distribution is then derived for each pa-
rameter that describes the lightcurve. We provide a description
of the crucial steps in the next sections.

4.1. Creating the microlensing pattern

We use the state-of-the-art inverse ray-shooting code de-
veloped by Wambsganss (1990, 1999, 2001) to construct
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Fig. 2. Example of multi component decomposition of the C IV (left) and C III] (right) line profiles (Sect. 2.1) after continuum
and Fe II subtraction. The narrowest component of the line (NC) is displayed with a dotted-red line, the broad component (BC)
with a dashed-blue line, the very broad component (VBC) of C III] and the absorber in front of C IV are shown in green dot-
dashed. The sum of the individual components, corresponding to the line model, is shown with a solid gray line. Characteristics
of the components are provided in Table 2.

Fig. 3. Macro-micro decomposition (MmD) of the C IV (left) and C III]+Si III] (right) emission lines obtained from the spectra
of images A & D at 4 different epochs. In each panel, the black solid line shows the fraction of the spectrum FMµ affected by
microlensing and the red solid line shows the emission FM which is too large to be microlensed. For comparison, we also display
the observed spectrum of image D with a dotted blue line and the power-law continuum used to calculate µ(λ, t) with a dashed
blue line.

3.2. Other emission lines

An accurate study of the microlensing occurring in the
other emission lines is very difficult because of the pseudo-
continuum Fe II+III in emission blended with these lines. The
MmD technique gives qualitative information about microlens-
ing for the other emission lines. Figure 7 shows the FM and FMµ

spectra averaged over period P1. We clearly see that not only
C IV and C III] have their broadest component microlensed,
but also Mg II λ2798, Al II λ1671, He II λ1640, Al III λ1857.
The narrow component of these lines is clearly visible in FM .
Interestingly, the Si III]λ1892 is not microlensed. The absence
of microlensed Si III] emission is also clearly visible in Fig. 3.
The bottom panel shows the FeUV template of Vestergaard &

Eigenbrod et al. 2008; Sluse et al. 2011



POP A: HIL WIND (BLUESHIFTED COMPONENT)
moderate Nc,  low density,  high ionization

weaker in Pop. B and especially radio-loud sources
NON VIRIAL

 

POP B: VERY BROAD COMPONENT
high ionization, large Nc, large range of density

HIL, LIL stratified emitting region from BC to VBC
NON VIRIAL



Including non virial components:

Sulentic et al. 2007



BROAD COMPONENT 
emitting all LILs, low 

ionization, high density, 
large Nc

presumed VIRIAL 
component whose 

width 
can be used for MBH 

computations
Peterson et al. 2004

Single epoch approximation to the 
reverberating part of the line
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“Photoionization” mass computations



Padovani 1988

Wandel et al. 1999

(Un) ≈ 109.8cm−3

Reverberation of H



Number of ionizing photons

1700 Å

Same f at 1700Å  ⇒
Q(H)(M&F)≈2Q(H)(L97) 



Diagnostics from the rest-frame UV spectrum

CIV (Al III, Si IV) C III] (Si III]) Fe III  1914, Ly pumpingSi II

intercombination



Ionization structure of 
the emitting gas slab

Line emissivity as a 
function of depth within 

the slab



SIV λ1397/Si III] λ1892
Si II 1814/Si III] λ1892

 
CIV λ1549/Si IV] λ1397

Al III λ1860/Si III] λ1892

C IV λ1549/Al III λ1860
C IV λ1549/Si III] λ1892

Measured with IRAF SPECFIT
along with continuum
Fe II, Fe III emission 

independent on metallicity
sensitive to ionization

sensitive to metallicity

sensitive to density

sensitive to ionization
dependent on metallicity

Diagnostic Intensity  Ratios



The targets: high luminosity equivalents of NLSy1s



CLOUDY 08.00 photoionization computations

19x29 array in logU x logn
metallicity solar, 5 Zʘ, 5 Zʘ Si-Al enriched

Ferland & Mathews and Laor et. al. continua
Column density 1023 and 1025 cm-2

Ferland et al. 1998; cf Korista et al. 1997



SDSS J1201+0116

assumption of solar metallicity:
unsatisfactory, unphysical

5 times solar 
metallicity

with 3 times Si 
and Al 

enrichment:
good 

convergence



MBH =
frBLR(FWHM)

2
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Sources of error

Δlog Q(H) ±0.065 [shape]
Δlog fλ: ±0.08
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1
2diagnostics: less than ±0.2 in log

Δ log FWHM: ±0.16 

Δlog rBLR ≈ 0. 23

Δlog MBH ≈ 0. 3 (2σ confidence)

Δlog f ≈ not set



Can the method be applied to the general 
population of quasars?

CIII] and  VBC (Pop. B) complicate the issue
but do  not make it hopeless

log=-2; log=-5 assumes log=-2



Reverberation-mapped objects

Negrete et al., in preparation



Toward higher redshift ...

ESO
VLT

FORS



Pilot observations with FORS



J03036-0023

log(nHU) ≈ 9.4 log(nHU) ≈ 9.1



J00521-1108

log(nHU) ≈ 9.6 log(nHU) ≈ 9.85



MBH for high-z quasars with FORS spectra 

Negrete et al. 2011, submitted

NB: both measures 
∝L1/2

Comparison with 
MBH  from

CIV L correlation

Vestergaard & Peterson 2006



Sources of concern

fundamental assumptions
photoionization, spherical symmetry

one density, one ionization parameter: 
clearly an oversimplification

predicted line intensities
lack of perfect convergence

 
measurements of line fluxes (S/N, dispersion, deblending)

coarse assumptions on metallicity
continuum shape, anisotropy

all errors in the conventional application 
of the virial mass relationship



Conclusions

The described photoionization method:

works best for NLSy1-like sources at high redshift

with ideal dataset allows determination of 
density, ionization, and metallicity

works for other sources as far as the (nU) is sought
but reliability difficult to assess

probably lower uncertainty 
than method based on the L-rBLR correlation

requires high S/N and moderate dispersion
but can in principle be applied to very high z (>6.5)



Downsizing?

Zamfir et al. 2010

Sulentic et al. 2004;2006

Shemmer et al. 2004

Netzer et al. 2007

Trakhtenbrot et al. 2011

Willott et al. 2010

Kurk et al. 2007


